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3.     Introduction

This report looks into the viability of modifying an existing computer centre and commercial office building to achieve new targets for technical space together with enhancements to  the infrastructure and services.  The current configuration provides 1500m2 of technical space, this is to be increased to 2500m2 to meet CERN’s 2005 space and computing requirements. The systems and services are to be reviewed to provide a minimum 15-year life.

The main purpose of the document is to investigate the various alternatives discussed with CERN at previous meetings and provide sufficient detail for them to make a choice between options.

4.     Executive Summary

The following report represents the findings, survey and investigations carried out on behalf of CERN in order to attain ongoing objectives for the organization.  The objectives are summarized as follows:

4.1.     Objectives

· Bring the centre up to current day computer and communication sector expectations

· To increase computer room space from 1500m2 to 2500m2

· Increase power infrastructure to provide for a maximum of 3000m2 of computer room

· Provide modifications and or new systems to accommodate expanded space 

· Provide modifications and or new systems to provide a minimum 15 years life expectancy

· Increase existing reliability

· Introduce higher levels redundancy

· Introduce a fire engineering and suppression strategy

4.2.     Proposals

We recommend the extended computer space is provided within the Barn area on two levels.  This option provides the ability to extend the Computer Space provision with minimal disruption to the existing IT systems.  

We also recommend the provision of a complete new energy centre to provide new power levels and to greatly increase reliability and redundancy to the complex.

We envisage the project would proceed in phases with the following outline scope of works:

Phase 1

· Definition of scope, outline cost plan and design concepts

· Detailed investigations into the existing systems and assessment of longevity

· Detailed design

· Programming and planning

· Ordering of long lead items

Phase 2

· Construction and installation of the new Energy Centre

· Main electrical infrastructure network serving building 513

Phase 3

· Enabling works for the relocation of existing activities within the Barn area

· Relocation of existing activities and staff

· Segregation of the Barn area from the rest of the building

Phase 4

· Construction of mezzanine floor

· Fit out of the barn area on two levels including new raised floors, fire detection,  fire suppression, air conditioning from existing systems, secondary/supplementary air conditioning system, power distribution system, IT data structure, lighting and small power etc

Phase 5

· Relocation of existing computer equipment to new finished areas.

· Fit out of the existing computer room including lower ceiling, fire separation,  fire detection,  fire suppression,  new power distribution system, making good raised floors, air conditioning systems modifications, secondary/supplementary air conditioning system,  IT data structure, lighting and small power etc

4.3.     The Way Ahead

This report outlines the possible routes necessary to attain CERN’s objectives for this facility.  There is an extensive amount of additional research and investigation that has to be completed prior to choosing any of the scheme options.  This would include an analysis of the likely cost of each option and preparation of budgets and a cost plan.

5.     Reference Documents

The following documents were used as reference material for the report:

Bellwater briefing document (5/12/00)

CERN memorandum (19/12/00)

CERN plans of existing building



Lower Ground

-
Drawing No. 0101D



Ground Floor

-
Drawing No. 0010F



Mezzanine Floor (1)
-
Drawing No. 0001C



Mezzanine Floor (2)
-
Drawing No. 0002A



Roof


-
Drawing No. 0003A

HVAC Air Distribution Layout
-
Drawing No. V.55.056.0

HVAC Water Schematic
-
Drawing No. SB.EE.3550.1

Schema De Principle, Alimentation Batiment 513,  71 MEYEBD 30071

Configuration actuelle du reseau recours – meyrin, point 1 LEP/LHC

6.     The Building

6.1.     Location

The building is located within a secure complex close to Geneva Airport and comprises Basement, Ground, First and Second floors.

The complex spans the boarder between France and Switzerland and is sponsored by many countries.  This unique position and the nature of the establishment means that there is no planning consent needed for any works within the complex.

6.2.     Construction

The roof over the central technical areas consists of a waterproof membrane on an insulated slab on a profiled steel deck, which spans between steel universal beam purlins supported on 2.5m deep steel trusses spanning 34m between reinforced concrete columns.  All the floor slabs and columns are reinforced concrete.

The external elevations consist of a variety of glazing to the perimeter offices; metal corrugated cladding panels and louvres to the plant areas.

NOTE:

· CERN (Building Engineer) confirmed that the suspended ground floor was originally designed for a maximum imposed load of 1500kg/m2 (15kn/m2) with a maximum point load of 500kg (5kn).

· All dimensions are scaled from 1:100 plans provided by CERN.  

6.3.     Existing Space Plan

Basement - 3190m2

Part of the Basement, which has a ceiling height of 3.47m, is used for ‘overspill’ and includes general storage, STK robots, PC’s etc.

The remainder is occupied by offices and plant rooms housing the main transformer rooms, switch rooms, UPS & battery rooms, chilled water generation, buffer vessel, pumping stations, steam generation condensate recovery, air conditioning (AHU) to computer tape storage and archive area, and ventilation to electrical rooms.

Where, Generators have been removed, potential plant space is available served by a goods delivery corridor.

Ground Floor – 3390m2

Offices are located to the front (NW) and rear (SE) elevations with the technical space located through the centre.  The Technical Space is some 6.2m high with a 1m high raised modular floor.  It is currently divided into a Computer Room and an area known as “the barn”.  The Barn is a conglomeration of partitions rising to half height to provide offices and research facilities.  There is also a two storey area within the Computer Room that provides offices and a viewing gallery and control centre over.  This is to entertain clients and demonstrate the facility.

First Floor (Mezzanine) – 1312m2

Offices are located to the front (NW), and on the second level of the computer centre leading to the gallery. Air conditioning  plant is located on the SE side connecting to the supply plenum corridor on the same floor.

Second Floor – 1112m2

Offices are located to the front (NW) and air conditioning system plant area on the SE side.  On the same floor, within the computer suite areas, are located the supply air distribution ductwork routed through the roof trusses.  The open ceiling void is used as a return air plenum.

Roof

Three Cooling Towers are located externally on the roof at the SE side of the building.  Space is available for additional cooling towers.

6.4.     Existing Mechanical Services

6.4.1.     Air conditioning

The main plant area at second floor level is divided into ten equal modules. Each comprises supply and return air fan chambers with re-circulation facility and cooling coils.  Only two of these chambers have heating provision. The system operates at 14 deg. C supply and 22 deg. C return Fresh air provision is 25% of the total air flow (this could be reduced) when in re-circulation mode. 

Each of the ten modules supplies air to a plenum at second floor level from which air is distributed throughout the building. Each section is rated at 270Kw of cooling and approx 85,000 m3/h. The cooling/air flow capacity, as currently used, is 2160kw ( 8x 270kw ), 680,000m3/h ( 8x85,000m3/h ); of which approx. 75% is utilized for areas A&B, the remaining 25% serving offices and other satellite areas. The main return air path is via the ceiling void (second floor distribution). The system provides significant free cooling. The modules are used on an 8 operational 2 stand-by basis. 

The loading for computer space is to be based on 1.5 Kw/m2. This would, at full load, require all of the existing capacity of 8 operational modules, however, the average for the space is anticipated as being closer to 1 Kw/m2. To provide for the discrepancy between these two values, an infrastructure of chilled water distribution should be considered to allow the future introduction of supplementary cooling in the form of localised RACU’s. 

Despite the age of the existing air conditioning system, it appears to be in good working order however a realistic estimate of its longevity need to be assessed.

6.4.2.     Distribution

The distribution of air to areas A&B is achieved by pressurized plenums with perforated grilles. It is reported by CERN that this is inefficient and leads to hot spots within the space. 

The existing distribution system, primarily to the main a/c plant could essentially be retained with new distribution to the additional facilities provided under the new proposals.

The existing offices, which were originally open plan, are supplied with cooling by ducted air discharge into the corridor (first floor) and into the ceiling void (ground floor) with perforated ceilings. These systems are supplied from the main a/c plant. These are the systems that could be removed to concentrate the main a/c to the computer suite/s.

6.4.3.     Chilled Water System

The existing chilled water system is operated at 6–12 deg.C provided by 3 No. 1.2 Mw centrifugal chillers with a c.o.p. of 4.  The Chillers are Carrier units which appear to have been converted to R134A by McQuay.  

The Chillers are served with a condenser water circuit that utilizes cooling towers on the roof.

Despite its age, the system appears to be in good working order however a realistic estimate of its longevity needs to be assessed.

6.4.4.     Humidification

The existing MPHW system located in the basement is redundant.  This initially provided humidification to the computer space when a high volume of paper was used. This system could be removed to provide additional space for other plant.

There is also an existing 200 Kw electric steam generator to provide humidification.  This is currently not used hence the computer room is not humidified.

6.5.     Existing Fire Engineering

Basic fire detection is currently provided with detectors located in the computer suite floor void. 

Presently the only fire suppression equipment available for the main computer room is wall mounted and wheeled fire cylindrical extinguishers, both usually located along the room perimeter and adjacent to doorways.

When the exercise of dividing the open plan offices and providing corridor access was undertaken, it would appear that no account was taken of making the corridors “fire zones”.  Consequently the separation between the computer suite and the corridors and corridors to the offices is extremely suspect.  This lack of ‘sealing’ is the means by which some of the air is returned to the HVAC system.

The concept of using suppressant fire protection would need careful attention, due to the above problem, and the problem of sealing the return air path via the open ceiling void at 2nd floor level. 

6.6.     Existing Electrical Services

6.6.1.     Purpose

CERN intend to expand their Data Centre (building 513) from 1500m2 to a maximum of 3000m2 as detailed elsewhere within this report.  It is also recognised that it will soon be necessary to replace all, or part, of the electrical installation (due to its age & condition).  Refurbishment will be required to meet both the requirements of an anticipated year 2005 computing load, and to provide a minimum design life of 15 years

The request was to provide general advice regarding the most effective means of upgrading the power supply to afford 2MW of UPS power, and to provide suggestions regarding flexibility in use of the enlarged space

CERN requested specific advice regarding the following:

1. Determine a supply configuration to afford a ‘supply guarantee’ of 24x7x365 for 20 years

2. Discuss the merits & demerits of Rotary and Static type UPS systems (specifically rotary type with ‘double output’)

Ascertain the necessity for a modern fire detection system to isolate each rack individually

Comment on the current installation(s) with regard to their suitability and condition

The proposals are to be used for discussion purposes and should:

1. Make each proposal in a clear & logical manner; providing a basic cost/benefit comparison for each option offered

2. Provide questions suitable for subsequent briefing of a design consultant

3. Provide an enhanced awareness of current trends in electrical engineering practice, within a Computer Centre environment 

6.6.2.     Information Provided

CERN provided the following information regarding building 513:

Technical Report Entitled:

Electrical Power Supply to the Computer Centre 

Date:
May 2000

Electrical Schematic Drawings:

1. Schema De Principle, Alimentation Batiment 513,  71 MEYEBD 30071

2. Configuration actuelle du reseau recours – meyrin, point 1 LEP/LHC

The ST division within CERN is responsible for providing all mechanical & electrical services to building 513

A ‘commodity’ is an item of computing equipment.  CERN are currently considering the option of using ‘open’ or ‘closed’ type racking systems 

N.B. CERN stated that they might choose to use 19" racks in future (increasing the local power demand density [PDD] but maintaining the total ‘critical’ load below 2MW)

A proprietary racking system is currently used within the ‘barn’ area (4 shelves per rack & 10 PC’s per shelf), giving a PDD of 4kW (at 100 Watts per PC), over a floor area of 2.2m² = 1.8kW/m²

The ‘critical’ load at present is known to be less than 400kVA

CERN stated that the future ‘critical–basic computing load’ [CBCL] will not exceed 200kW.  This  part of the computing load will, in future, be required to have separate ‘A’ & ‘B’ supplies

Physics Services are (and will remain) the ‘flagship’ computing load of the Data Centre, and are effectively ‘super critical’ in nature.  This load will consist of a mixture of;  network equipment (internal & external), database servers, e-mail, web servers & Home Directory servers

CERN operate many large computing ‘farms' for LHC experiments.  These (together with the basic computing infrastructure) utilise a large number of CPU servers (PC based), large disk farms and tertiary storage units.  The equipment mix is an assortment of PC's, servers, disks, robot's, network switches & tape drives

A large data storage device is termed a ‘silo’, and these units will eventually occupy 200m² of floor space at each level.  CERN intend to include 8 silo’s per floor – 2 floors = 16 total (maximum)

N.B.  Each area used for silo space will have a far lower PDD than an equivalent area used as server space

The installed UPS was designed to have 5# 400kVA modules operating in parallel.  However, only 3# 400kVA are currently working (providing (n+1) 800kVA - 4# UPS installed but only three have batteries) 

The UPS currently provides 5 minute autonomy (at rated load) and 20–25 minutes at actual load.  A replacement system shall provide a minimum of 30 minutes of autonomy (at rated load)

The existing air conditioning load (electrical) has been measured at 400kW (winter) and 1.2MW (summer)

The HV supply to CERN is taken from both EDF & EOS/SIG.  The EDF supply is 400kV transformed down, initially to 66kV, and then 18kV.  The EOS/SIG supply is 18kV.  Final distribution is at 400/230V

Under normal circumstances the site supply is taken at 400kV.  The supply will automatically transfer to the 130kV (back-up source) whenever necessary.  Perturbation on the CERN 18kV network will normally be limited to less than 40 seconds

CERN’s site-wide main distribution panel [MDP] is a ‘double bus-bar’ design and will automatically supply the site from either the EDF or EOS/SIG supply, as described above.  A separate (partially rated) EDF supply is also available, and will support the Data Centre during periods of maintenance on the 18kV distribution network

An emergency back-up supply provides power on a site-wide basis.  The system uses three 2.7MW generators, and distributes energy using the 18kV network.  A maximum of 1.2MW is available for use by the Data Centre

Sub-Station EMD1*23 provides a supply at 18kV to the Data Centre.  This S/S has other connected loads and CERN are concerned that a protection failure, protection coordination error or bus-bar fault has the potential to disrupt the supply to the Data Centre (including generator supply) for a period in excess of the UPS autonomy

Sub-Station EMD1*23 is equipped with an Emergency-Power-Off [EPO] facility. Operation of this device will disconnect the supply to the Data Centre (including generator supply)

N.B.  The need for an EPO device at each S/S is currently under review by CERN

A control circuit fault (48Vdc) on the 18kV network is capable of disrupting the supply to the Data Centre (including generator supply) for prolonged periods

Enhanced definitions of equipment locations (areas) will be required in the future, to suit the changing types of equipment employed.  A clear segregation will need to be maintained between each 'critical' & 'super-critical' supply

Any proposal made for additional generation plant must take into account the unacceptability of noise break-out to adjacent office space

Building 513 has a TN-S earthing system

6.6.3.     Information Noted

Six PDU’s currently distribute UPS power on the ground floor.  Each PDU is modern    and in good condition

CANALIS 63A type, plug-in bus-bar is used below raised floors to supply each rack  The system is relatively new and in good condition.

The UPS switchboard was installed during 1976.  The panel does not permit safe ‘live’ working and is now approaching the end of its serviceable life

The LV switchboards are now 30 years old, do not permit safe ‘live’ working and are      now   at the end of their serviceable life

Replacement UPS modules were installed during 1992 (4# - only 3# currently complete with batteries).  The system was manufactured by Merlin Gerin and is in good condition

UPS batteries will be replaced during 2001 (10 year life batteries)

Each rack is provided with a local control panel containing MCB’s and supplying final    sub-circuits.  The wiring within each rack is installed to a high standard and is in good condition

Each rack control panel is fitted with a ‘0’ volt release (to allow ‘ramping’ of the UPS  load  onto generator supply)

Connection to the under-floor bus-bar system utilises plastic surface fixed trunking,  final circuit cables terminate at a number of multi-outlet sockets.  All equipment and cabling has been carried out to a high standard, and is in good condition

The lighting within the ‘Barn’ area is basic, functional, linear fluorescent.  The arrangement allows effective heat removal from lamps and control gear by its placement within the return air plenum (the lighting is not under consideration for renewal by CERN at this time)

The lighting within basement areas is generally surface mounted, and will need to be renewed as part of any refurbishment work

Room ref. 012 is the Internet Exchange Point (incoming fibre terminal room)

Comparison - Rotary (engine) UPS Vs. Static UPS

The decision regarding the type of UPS to employ will involve a far more detailed analysis than attempted here.  However, fundamentally the decision will largely depend upon CERN’s perceived value of ensuring that the critical load continues to function, under all foreseeable situations

Modern information systems generally now comprise of host computers, file servers, workstations and their networks have become increasingly dependant upon the provision of a smooth and uninterrupted power supply.  Malfunctions in this i.e. power failure, voltage fluctuations (such as 'sags',  'swells' and 'brownouts') or short duration breaks (lasting no more than a millisecond) may result in a loss of data, programme errors or hardware damage - posing a very real threat to any production process, data processing network or communication system

Each individual computing device will apparently impose a reduced power demand on its supply.  However, the level of harmonic current and its associated crest factor (CF) are increasing dramatically.  The CF (ratio of ‘peak’ to RMS current) for a modern Switched Mode Power Supply [SMPS] is moving towards 5:1 (and increasing), and the need to provide such high levels of peak current will result in voltage distortion.  The extent of distortion and attendant  ‘flattening’ of the voltage waveform [on the load side of the UPS] will depend upon the characteristics of the UPS employed (static will typically cater for a CF of up to 6, whereas rotary will often be capable of supporting CF 15:1)

Modern computer loads will only accept a break in their supply of between 15 & 20mS.  Therefore, all system faults must be cleared (within this time) to prevent disruption to other loads (supplied from the same source).  A rotary system has an inherently low output impedance of typically 7% (and 2.5% to all triplen harmonic frequencies), and is able to provide approximately 15x rated full load current (for at least 10mS) which is sufficient to clear a BS88 fuse rated at 35% of the module rating - without using the mains or it even being available!
Due to its high output impedance (and high sub-transient reactance) a static system is not generally able to clear down-stream faults, and will attempt to employ the ‘raw’ mains to do so (exposing the load to a transient pulse of 2-3mS break in its supply).  The use of the static-switch will also expose the load to all other potential network disturbance.  A rotary system has no need to transfer the critical load to the mains, and a multi-module (redundant) system will NEVER connect the load to the ‘raw’ mains supply (the UPS always remaining in operation (n + 1) and power delivered from the mains or from the engine via. the Motor-Generator set

A UPS should provide effective ‘galvanic’ isolation to its critical load, preventing hardware damage (without recourse to the use of surge spike protection) and preventing (for example) a 2kV short duration (but high energy) HV/LV switch spike from causing damage or a software operation error

We provide below a brief summary of some of the more obvious points which will need to be considered and a preliminary technical comparison between types of UPS system:

The system must be capable of accepting variations in load of 100%, whilst keeping the output frequency within tolerance (+/- 0.5Hz), and without causing an excessive voltage 'dip' i.e. maintain the output voltage within +/-1%.  

The Unit shall be capable of absorbing reverse power, and protect the load against 'sags' (to 50% of nominal) and 'brownouts' (to 30% of nominal)

The input power factor, and harmonic content shall be determined (at full and part load) for each machine and the aggregate voltage distortion (and its possible effects) considered in terms of satisfactory equipment operation & G5.3 (or local equivalent)

Each type of UPS will impose ‘ripple’ on to back-up batteries (where present).  This will result in reduced battery life, and some manufacturers utilise capacitors (on the dc bus) to reduce the problem (leading to a significant reduction in reliability of the entire system)
Assuming an end of battery life capacity of 80%, batteries manufactured to BS6290 part 4 & having a 10 year design life (operated at a 20°C ambient), will have an actual service life of 5-6 years in a static system, and 9-10 years in a rotary

A rotary system will not generally require a major refurbishment until after 15 years of service.  However, static system’s often need a major refurbishment within 10 years.  Additionaly, repair costs will increase dramatically after 10 years for a rotary system but only 5 for static.  The 10 year cost of ownership for a rotary system will generally include an 8th year bearing change, whereas static types will need a 5th year capacitor change

The reliability and resilience of each system should be considered in terms of the Reliability Block Diagram, Method of Calculating Mean Time Between Failure - contained within BS5760, part 9

High integrity installations (using large UPS systems) are intended to provide a 'conditioned' power supply to the load (at all times - with 'no-break').  Therefore, discounting the static-switch the MTBF for each system type may be summarised as follows:

On line static



 
MTBF (hours)
Single module




30,000-100,000

Parallel Redundant (pair)


350,000-400,000

(N+I) redundant (trio)



300,000-350,000

Rotary

Single (without internal redundancy) 

150,000-170,000

Single with (internal redundancy)

610,000- 670,000

Parallel Double Redundant (pair)

>8,000,000

N.B.  Great care needs to be taken when carrying out further analysis - the information provided by equipment manufacturers has been found to be biased, partisan and extremely contradictory.  They each claim to be best!

	Rotary (engine) UPS
	Static UPS

	Rotary UPS has a very high initial cost.  However, it will not be necessary to provide additional [separate] stand-by generation, and many racks of back-up batteries

These factors will typically result in significant cost and space savings


	A static UPS has a far lower initial cost, and is suitable for projects having a slow critical load growth

Modules may be added, and the individual outputs synchronised together at a later date

	These units utilise an energy-store ‘flywheel’.  They do not employ batteries or capacitors and are therefore, inherently more reliable
	Static systems are limited to the number of modules which may be operated in parallel

Rotary systems do not suffer this limitation and may be extended to cater for any size of future loading



	Harmonic issues are reduced, as the motor generator will provide an effective harmonic filter.  Triplen harmonics are effectively cancelled (reducing the need for 200% rated neutral conductors on the UPS distribution system) 

N.B.  When the load is supplied using the maintenance by-pass harmonic content remains an issue of concern


	A greater degree of ‘ripple’ is imposed on batteries in a static system, resulting in reduced battery life and system reliability

	A typical rotary type UPS has a design life of 25 years
	

	A 100% load step will cause the voltage to dip 8%, and will take 200mS to recover


	A 100% load step will cause the voltage to dip by 3%, and will only take 2mS to recover



	A rotary (engine) type UPS has no back-up batteries and therefore no need to:

locate a large number of battery cells (space saving)

keep batteries cool (between 15-24 degrees) 

replace or maintain

make provision for handling hazardous acid & lead

maintain connections


	A static type system (6 pulse particularly) is best suited to a known (& stable) load.  Static units will often use input filters (that may act as 'traps' for other mains-borne harmonic frequencies), and their input power factor & harmonic content will vary with the connected load.  Input filters should be avoided due to the inherent unreliability of capacitors

Filters are often used on the load side of static units (to improve the quality of the output voltage waveform) and these often contain capacitors which are problematic, as they may form resonant nodes at certain frequencies) and have an effective life expectancy of only 3 to 4 years (maintenance will find it very difficult to predict failure of capacitors)

When the power supply is derived from a generator, the frequency variation and voltage harmonic content of the synchronous generator must be compared with these input filters’ to determine the ‘critical’ frequencies



	The rotary system will present a high power factor to the supply, under all load conditions


	

	Rotary units are far less sensitive to overload & electrical disturbance


	

	The rotary system will impose a far lower structural burden (batteries being very heavy) 


	

	Rotary (engine) system’s have a predictable output as they are effectively temperature independent (unlike battery types)


	

	Rotary system’s will generally provide a Series-On-Line configuaration, providing galvanic isolation, between the supply & load.  This is provided by the windings of the Motor-Generator on a rotary (an output transformer on static types) 
	


7.     Proposals 

7.1.     Client Objectives

· Bring the centre up to current day computer and communication sector expectations

· To increase computer room space from 1500m2 to 2500m2

· Increase power infrastructure to provide for a maximum of 3000m2 of computer room

· Provide modifications and or new systems to accommodate expanded space 

· Provide modifications and or new systems provide a minimum 15 years life expectancy

· Increase existing reliability

· Introduce greater levels of redundancy

· Introduce a fire engineering and suppression strategy

7.2.     Space Planning Options

Options to provide additional computer room floor area include:

	Option A
	A partial mezzanine floor over the main computer room (ground floor)

	Option B
	A mezzanine floor over the barn office area (ground floor) and re-location of internal offices to the basement

	Option C
	Installation of a raised floor in the tape vault (basement)

	Option D
	High level racking in the main computer room (ground floor)


Option A provides new computer room areas immediately above the existing room.  Apart from the obvious works required to construct and fit out the mezzanine floor,  the following primary works would have to be carried out:

· Relocate (temporarily) existing computer equipment – this could possibly go to a basement room provided with temporary power and cooling systems

· Remove existing floor and provide new raised floors with a smaller void depth

· Completely re-fit the existing ground floor area.

Option B provides the new areas within the Barn section.  This option is therefore extremely beneficial from an operational perspective as the objectives could be achieved with minimal disruption to the existing computer room.  Nevertheless, there will be a need to relocate the existing Barn area functions to other parts of the complex.  This option involves higher levels of air conditioning modifications than for option A.

Option C involves the provision of a new computer room in the Basement.  This option is also attractive from the disruption perspective however reduced headroom and the ability to make full utilization of the existing air conditioning system still points to Option B.

Option D should not be considered as the provision of tall racks is not normally very practical. 

	
	Advantages
	Disadvantages

	Option A -  A partial mezzanine floor over the main computer room (ground floor)
	Location 

A clear mezzanine floor area uninterrupted by columns. 

A full height area could be retained directly in front of the existing viewing gallery if required.
	Construction difficulties whilst maintaining continuity of computer room facilities.

	Option B - A mezzanine floor over the barn office area (ground floor) and re-locate internal offices to the basement
	Location

A clear mezzanine floor area uninterrupted by columns. 

Construction work can be carried out without affecting the existing computer room facilities.
	Internal offices to be relocated to the basement/other.

	Option C - Installation of a raised floor in the tape vault (basement)
	Construction work can be carried out without affecting the existing computer room facilities.
	Location 

Limited headroom (existing floor to underside of slab = 3.47m). 

A 600mm raised floor and a 600mm minimum ceiling void over for services/ductwork leaves only a 2.27m ceiling height.

	Option D - High level racking in the main computer room (ground floor)
	
	High level racking is not considered a suitable option being impractical and difficult to service.


7.3.     Building

The proposed equipment loads do not exceed 5 kn/m2 therefore a new mezzanine could be installed anywhere within the central area where the original design imposed load on the ground floor is 15 kn/m2. 

The supporting columns should be positioned over the existing reinforced concrete columns under (approximate grid = 7m x 6m).  These columns are not required on the upper level leaving the area completely open for maximum flexibility.

A proprietary steel frame mezzanine with a tongued & grooved particle board deck would be adequate for this purpose.

The existing ceiling height in the computer room is 6.2m plus a 1m raised floor (7.2 clear zone).  Many permutations exist for the proposed mezzanine construction, for example:-  Design imposed load = 7 kn/m2.

Remove existing 1m raised floor.

Install:
0.6m raised floor (ground level)


2.3m floor to ceiling


0.5m mezzanine floor zone/light services


0.6m raised floor (mezzanine level)


3.0m floor to ceiling


0.2m ceiling void/light services

Total Height = 7.2m

7.4.     Mechanical Services

7.4.1.     Air Conditioning

The existing air conditioning system provides optimum free cooling economies to the computer centre and should therefore be retained as an essential part of the enhanced service. Furthermore, a system capable of circulating 100% fresh air, in the event of total chiller failure, is still the most effective and simple (fan/motors only) standby facility to retain space temperatures below critical levels. i.e. computer room temperatures in excess of 60°C will become apparent within 10 minutes of failure whereas with full fresh air temperatures will rarely exceed 35°C.

Accordingly, it is strongly recommended that any additional data space must be located within the computer centre area covered by the primary free-cooling system i.e., only options “a” or “b” are feasible.

NB: In any case, consolidation of machine room zones into the central area is best practice for simplicity in both construction and usage
The proposed concept solution would involve installation of additional low level ductwork branching vertically downwards from the corridor air supply plenum plugging into the floor voids, therefore splitting the supply air distribution equally between high and low levels.  Consequently enabling a new mezzanine floor to be added anywhere above the existing computer centre & barn area. (Refer to attached sketch No 2437/M/SK3002)

This provides a further benefit in resolving an apparent problem of inadequate cool air penetration to the computer centre equipment due to the excessive space height.  In any event, the method of supply air distribution will require modification with the possible introduction of jet or swirl diffusers to any high level supply systems.

In accordance with survey information, existing loads approximate as follows: -

Primary Plant

3 x 1.2 MW Chillers @ n + 1 = 2.4 MW, 

Air Distribution Plant

8(+2 standby) Air Handling modules rated at 270kw cooling and approx 85,000 m³/hr air flow each, equating to a temperature difference in the region of 9°C. (supply air 14°C/return 23°C which complies with recorded space temperatures noted during survey)


System

Computer Hall

480,000 m³/hr

1520kw

Central Core

  26,000 m³/hr

    82kw

Mechanography
  26,000 m³/hr

    82kw

NW Offices

  59,100 m³/hr

  187kw


SE Offices

  89,100 m³/hr

  282kw

Control


   2,180
m³/hr

      7kw


Total


682580 m³/hr

2160kw

With the computer centre expansion from 1500 to 2500 sq. m., we would anticipate a realistic load increase in the region of 1000kw to give the proposed 1kw/sq.m average overall stated in the survey.  In order to accommodate the increased cooling load, several solutions are available: -

1. Minimum fresh air quantities are presently excessive by at least 15%. Air Handling Unit cooling coil output performance will increase by at least 13% @ 10% fresh air, although air flows would need to be increased proportionally to transfer the benefit to the space without reducing the supply air temperature below 14 degrees.

2. Introduction of a new, separate stand-alone free-cooling chiller plant and infrastructure of primary & secondary chilled water/glycol distribution is proposed to allow progressive introduction of Chillers and Room Air Conditioning Units in line with actual demand and any budget restraints.

This additional cooling system will not only be able to be installed without disturbing the existing plant but will further provide a very desirable redundancy considering the present system has a number of ‘single points of failure’. It will also enable future update refurbishment on old kit/equipment whilst maintaining cooling facilities via the new system. 

The control philosophy will be configured to optimise the existing free cooling system before the new Room Air Conditioning Units chilled water system starts to function.

3. Provision of alternative cooling to office and ancillary areas as proposed in the survey to concentrate the main Air-Conditioning into the computer suite areas. The a new chilled water facility could be utilised if the office areas are served by ceiling cassettes, in line with CERN’s preference. A significant incidental benefit would be a major improvement to temperature control within the offices. 

To optimise the existing Heating Ventilation and Air Conditioning system, it’s performance will need to be checked, duties revised and system rebalanced/refurbished wherever necessary.  

7.5.     Fire Engineering

In order to protect human life, the building & valuable equipment and avoid consequent disruption to experimental works, the provision of a comprehensive fire engineering strategy must be implemented.

This should include the following:

1. Extensive building works necessary to provide fire compartmentation between different areas of risk and to provide safe methods of exit

2. The installation of a comprehensive fire detection system possibly utilising HSSD (High sensitivity smoke detection) 

3. The consideration of the installation of a fire suppression system to protect equipment. 

Items 1 and 2 above are self explanatory and are certainly required to bring the facility up to the modern age and standards. These generally protect the people to ensure safety.   

The third item is normally objective and often revolves around the value (insurance value) of the equipment and information stored in the area.  There are many choices to be considered when evaluating the best form of suppression.  The most commonly used systems are:

· Inert gasses – Argon based systems i.e. Argonite/Inergen 

· HFC gasses –FM200

· Water – Sprinklers or High Mist

The HFC gasses such as FM200 are not normally used due to Green issues therefore should normally not be considered for new installations in Europe.

Gas systems need to have good segregation of the suppressed areas and sealed rooms.  The Inert Gasses take a large area for bottle storage.  It is commercially prudent to limit the volume of the suppressed areas to the minimum possible by lowering ceilings and dividing large centres into smaller rooms or zones.

Water mist, on the other hand, is not ideal serving electrical areas where not only does water not readily mix with electrics but also electrical fires will not produce sufficient heat to convert water mist to steam to achieve the gaseous state which is required for effective suppression.

Generally, in accordance with the above we would recommend an inert gas total flooding system. However, due to the unique construction characteristics of this particular building and the potential difficulties in providing economically viable sealed fire compartments, another possible option could also be considered.

· In-cabinet Extinguishing Systems

System could be applied to cabinet rows or even individual critical cabinets with the fire suppressant provided from a single bottle with distribution pipework/hose and directional valves into each cabinet or individually with a separate bottle to each cabinet. Suggested control would be via high sensitivity detector located within the cabinet(s) providing the earliest possible warning of fire and to trigger suppression release.

The extinguishant utilized should be restricted to gaseous substances as powders, aerosols and water mists are not clean, of which FM200, CO2 or inert gases are the only practical solutions.

Whereas, in cabinet systems obviate the need for a sealed room, the cabinet in turn will now need to be sealed which is directly in conflict with the air flow requirement to keep equipment cool. Furthermore, suppression systems will need to be designed for specific rack arrangements, restricting any future flexibility within the space.

Attached within the Appendixes are specialist comparisons for information/review

7.6.     Electrical Services

7.6.1.     Discussion

The existing power supply arrangement [to the site] is inherently secure; taking separate supplies from two independent power companies at both 400kV & 130kV.  However, the 18kV (CERN) distribution network employs a 48Vdc control circuit which, should it fail, will disrupt the supply (including generator supply) for a considerable period of time.  This control circuit fault scenario must be eliminated at the earliest opportunity

The Data Centre power supply (400V) currently emanates from 2# 2MVA transformers (operating in parallel).  The transformers are situated within the basement, and at close proximity to the building load.  Although, it’s reasonable to assume that the system was designed to cater for the high fault level present, Bellwater have reservations regarding the ability of sub-circuit protection devices to operate satisfactorily within a building of such relatively small size

The enlarged building will require to have both its UPS & air conditioning supplies maintained (ensuring the space temperature is kept within acceptable limits).  It will therefore, be necessary to provide an additional 2MVA transformer (4MVA n+1), and increase the rating of back-up power provision

N.B.  Placing the necessary additional generation on the 400V (local) system will also serve to eliminate the above control circuit problem.  Therefore, increasing the site-wide generation capacity has not been considered any further

It will be useful to refer to the data provided by CERN, regarding the supply arrangement and the known reasons for concern - together with details of the number/type/date of  events logged:

CERN Technical Report, dated May 2000:

	Existing Supply Arrangement Features:

	The ring-main on the primary EDF supply (at 18kV) ensures that a single cable fault will not cause disruption to the supply at ME23.  The double bus-bar arrangement at ME9 will ensure that a bus-bar fault does not cause a loss of supply

	A failure at EDF*23 will cause a loss of supply to the Data Centre (including a loss of generator power)

	Failure of a single transformer at ME43 has the potential to cause the Data Centre to fail - through lack of space cooling 

	A short-circuit at ME43 (LV)  panel will cause a loss of supply

	Operation of an emergency-power-off [EPO] device (rack), or 48Vdc failure in ME23 will cause a loss of supply

N.B.  EPO rack/48Vdc control system problem has not happened in Building 513.       However several events of this nature have occurred elsewhere


	      Power Supply Failure Record:

	The existing generators did not operate when required (twice in 1993 and once in 1998 & 1999) due to the N/S Commstation sequence failing at ME23

	      An accidental EPO activation caused a disruption to the supply (1993 & 1997)

	      A 130kV network breakdown occurred (three times in 1992 and twice in 1993), due to a short-  

     Circuit at 18kV on the 'safe' bus-bar at the ‘Jura’ S/S (ME9)

	     An (internal) 18kV network breakdown occurred (1993 & 1995)


The above report concluding that; ‘due to recent interconnections [in the 400kV system], the failure rate has decreased dramatically.  A new auto-transfer system (between the 400kV & 130kV networks) is believed to be a reliable solution to failures thereof.  However, the CERN 18kV network reliability will only be improved dramatically, following improvement to the building 513 distribution system, at ME23, and by improving the control circuitry employed at each of the existing generators’

The above shows clearly that the extended building will greatly benefit from having a more robust power supply arrangement, incorporating an additional 2MVA T/X and back-up power provision (provided locally)

Assuming that replacement chillers will have a COP of 6 (rather than the current 4) and that humidification plant will not be required to the same extent as previously (due to the now reduced use of paper in computer environments) we have calculated the extended building load on the following basis:

Step 1.
Theoretical (maximum) ‘power density’ @ 4kW per rack = 4kW/2.2m² = 1.75kW/m²

Step 2.
Theoretical (existing) UPS demand (1500m²) @ 1.75kw/m² = 2.63MW

Step 3.
Actual (existing) UPS = 400kVA x 3 = 1.02MW

Step 4.
Actual (existing) ‘power density’ (%) =  1.02MW/2.63MW =  39%

Step 5.
Future UPS demand (3000m²) @ 0.68kW/m² = 2.04MW (similar to CERN estimate)

Step 6.
Future Building 513 demand (total), detailed over page:

	Space / Rack = 2.2m2
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	Power
	PF
	Apparent Power
	
	
	
	
	

	Lighting (office / switch areas)
	
	20
	W/m2
	0.85
	23.53
	VA/m2
	
	
	Comms. Area
	3000
	m2

	Lighting (plant areas)
	
	
	5
	W/m2
	0.85
	5.88
	VA/m2
	
	
	Office Area
	300
	m2

	Small Power (office / switch areas)
	
	25
	W/m2
	0.85
	29.41
	VA/m2
	
	
	Misc.
	50
	m2

	Small Power (plant areas)
	
	
	5
	W/m2
	0.85
	5.88
	VA/m2
	
	
	
	0
	m2

	Comms. RACU's & Plant
	
	
	242
	W/m2
	0.85
	284.71
	VA/m2
	
	
	
	0
	m2

	Comms. Chillers
	
	
	335
	W/m2
	0.85
	394.12
	VA/m2
	
	
	
	0
	m2

	Comms. UPS
	
	
	
	743
	W/m2
	0.85
	874.12
	VA/m2
	
	
	
	0
	m2

	Office A/C
	
	
	
	100
	W/m2
	0.85
	117.65
	VA/m2
	
	
	
	0
	m2

	Office UPS
	
	
	
	10
	W/m2
	0.85
	11.76
	VA/m2
	
	
	
	0
	m2

	Workshop Power
	
	
	10
	W/m2
	0.85
	11.76
	VA/m2
	
	
	
	0
	m2

	
	
	
	
	
	
	
	
	
	
	
	
	0
	m2

	
	
	
	
	1,495
	W/m2
	0.85
	1,759
	VA/m2
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	Comms. Area
	3000
	m2
	
	
	
	
	 
	
	
	
	

	
	
	Lighting (office / switch areas)
	
	
	
	71
	kVA
	 
	
	
	
	

	
	
	Lighting (plant areas)
	
	
	
	18
	kVA
	 
	
	
	
	

	
	
	Small Power (office / switch areas)
	
	
	88
	kVA
	 
	
	
	
	

	
	
	Small Power (plant areas)
	
	
	
	18
	kVA
	 
	
	
	
	

	
	
	Comms. RACU's & Plant
	
	
	
	854
	kVA
	 
	
	
	
	

	
	
	Comms. Chillers
	
	
	
	1182
	kVA
	 
	
	
	
	

	
	
	Comms. UPS
	
	
	
	
	2622
	kVA
	 
	
	
	
	

	
	
	Office A/C
	
	
	
	
	0
	kVA
	 
	
	
	
	

	
	
	Office UPS
	
	
	
	
	0
	kVA
	 
	
	
	
	

	
	
	Workshop Power
	
	
	
	0
	kVA
	 
	
	
	
	

	
	
	
	
	
	
	
	4,853
	kVA
	 
	
	
	
	

	
	
	Total Demand
	1618
	VA/m2
	
	
	
	 
	
	
	
	

	
	
	
	
	
	
	
	
	
	 
	
	
	
	

	
	
	
	
	
	
	
	
	
	 
	
	
	
	

	
	Office Area
	300
	m2
	
	
	
	
	 
	
	
	
	

	
	
	Lighting (office / switch areas)
	
	
	
	7
	kVA
	 
	
	
	
	

	
	
	Lighting (plant areas)
	
	
	
	0
	kVA
	 
	
	
	
	

	
	
	Small Power (office areas)
	
	
	
	9
	kVA
	 
	
	
	
	

	
	
	Small Power (plant areas)
	
	
	
	0
	kVA
	 
	
	
	
	

	
	
	Comms. RACU's & Plant
	
	
	
	0
	kVA
	 
	
	
	
	

	
	
	Comms. Chillers
	
	
	
	0
	kVA
	 
	
	
	
	

	
	
	Comms. UPS
	
	
	
	
	0
	kVA
	 
	
	
	
	

	
	
	Office A/C
	
	
	
	
	35
	kVA
	 
	
	
	
	

	
	
	Office UPS
	
	
	
	
	4
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	Workshop Power
	
	
	
	0
	kVA
	 
	
	
	
	

	
	
	
	
	
	
	
	55
	kVA
	 
	
	
	
	

	
	
	Total Demand
	182
	VA/m2
	
	
	
	 
	
	
	
	

	
	
	
	
	
	
	
	
	
	 
	
	
	
	

	
	
	
	
	
	
	
	
	
	 
	
	
	
	

	
	Misc.
	
	50
	m2
	
	
	
	
	 
	
	
	
	

	
	
	Lighting
	
	
	
	
	1
	kVA
	 
	
	
	
	

	
	
	Lighting
	
	
	
	
	0
	kVA
	 
	
	
	
	

	
	
	Small Power
	
	
	
	
	1
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	Small Power
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	Comms. RACU's & Plant
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	0
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	0
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	Office UPS
	
	
	
	
	0
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	Total Demand
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	Total Area:
	3,300
	m2
	
	
	4910.88
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	Chiller - Total:
	1217.65
	KVA
	Diversity:
	0.80
	974.12
	kVA
	
	 
	
	
	
	
	

	UPS - Total:
	2625.88
	KVA
	Diversity:
	0.90
	2363.29
	kVA
	<2 x 1.25MVA
	
	
	
	
	

	Others - Total:
	1067.35
	KVA
	Diversity:
	0.80
	853.88
	kVA
	
	 
	
	
	
	
	

	
	
	
	
	
	
	
	
	 
	
	
	
	
	

	
	
	Total:
	3,562.60
	kW
	
	Corrected PF:
	0.95
	 
	
	
	
	
	

	
	
	
	
	
	
	
	
	 
	
	
	
	
	

	
	
	Total:
	3,750.11
	kVA
	<2 x 2MVA
	
	 
	
	
	
	
	

	
	
	
	
	
	
	
	
	 
	
	
	
	
	


7.6.2.     Scheme

Please refer to the enclosed proposal sketches numbered;  2437/B/E/4001, 2437/B/E/4002 &  2437/E/SK001
The original intent for a UPS [with battery back-up] was to permit a 'controlled' shut-down of the critical load.  An autonomy of 10, 15 or 30 minutes having now gained acceptance as that necessary to accomplish this safely.  However, our proposal for the revised power supply at the Data Centre will provide ‘multiple-redundancy’ i.e. parallel redundant UPS (with generation) + 400kV & 130kV mains supplies + the existing site-wide generation supply.  Being able to achieve such a high level of supply integrity is rare, and under these circumstances we consider the selection of a UPS [with battery] as being both unnecessary and obsolete.  Rotary (engine) type UPS modules will, in our opinion, provide CERN with the most cost effective and reliable arrangement

We propose that CERN now construct an Energy Centre situated on an adjacent part of the site.  The mains supply to be taken directly from the existing 18kV ring main, and the building incorporate three number rotary (engine) UPS units of 1250kVA/950kVA output

Our proposed configuration will ensure that the critical load, air-conditioning (and other loads) are fully maintained whilst permitting transformers, HV/LV switchgear, generator cooling, fuel storage, etc to be located remotely from the Data Centre;  thus giving a further space gain within Building 513

NB.  Locating the Energy Centre at some distance from building 513 will reduce the fault level associated with the proposed 2 x 2MVA T/X (in parallel) LV supply configuration

N.B.  UPS to PDU supply cable routes will need diversification and must be selected to minimise the risk of simultaneous cable damage

Should CERN estimate that the data centre represents a significant proportion of the site-wide electrical demand, we suggest that it would be beneficial for Bellwater to carry out a more detailed comparison of the UPS types considered here, combined with a comparison of the cost of buying electrical & gas energy.  We currently suspect that it will be found cost (and operationally) effective to run the Energy Centre using gas engines (in the manner of a CHP plant) – keeping the mains supply available as an ‘instant’ back-up supply.  This arrangement will provide further savings from using the heat generated by the engines to run absorbption type chillers

The comparative cost of a rotary (engine) UPS and static UPS system installation.
	Rotary (engine) UPS
	Static UPS

	UPS:  3# 1250kVA/950kVA

£615,000 x 3 = £1.85M
	UPS:  6# 500kVA (including batteries)

£82,500 x 6 = £495,000

	LV Switchgear:  £250,000
	Generators:  3# 1.6MW

£250,000 x 3 = £750,000

	Power Factor Correction:  £5,000
	LV Switchgear:  £250,000

	
	Harmonic Conditioner:  £50,000

	
	Power Factor Correction 1:  £10,000

	
	Power Factor Correction 2:  £5,000

	Total Cost – Rotary System = £2.1M
	Total Cost – Static System = £1.56M


8.        Appendices 

8.1.     Space Planning Drawings

Ground Floor Plan Option A
-
Drawing No. 2437/B/A/SK01

Ground Floor Plan Option B
-
Drawing No. 2437/B/A/SK02

Ground Floor Plan Option C
-
Drawing No. 2437/B/A/SK03

8.2.     Air Conditioning Drawings

Typical HVAC Station 8
-
Drawing No. 2437/M/SK3002

8.3.     Fire Engineering Comparative Reports

Cabinet Suppression

Halocarbon or Inert Gas Summary

The difference between Halocarbon and Inert Gas

The Right Choice for High Value Asset Protection (watermist or gas extinguishing)

8.4.     Power Drawings

Rotary UPS Proposal

-
Drawing No. 2437/E/SK001

Static UPS Proposal

-
Drawing No. 2437/E/SK002

Plant Space Allocation Comparison-
Drawing No. 2437/E/SK003
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